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ABSTRACT

Notochord is a large-scale statistical generative model for
MIDI prioritizing low latency inference. Homunculus is a
graphical and MIDI interface to Notochord implementing
a variety of real-time co-creative use cases. This demon-
stration will present the features of Homunculus to visitors,
who can play with it via a MIDI key and pad controller.

1. INTRODUCTION

Large-scale statistical machine learning has become an im-
portant paradigm for generative music and algorithmic com-
position. Many models have been developed for MIDI se-
quences [1], since MIDI is widely compatible and MIDI
files are widely available as training data, spanning the gap
between notation and performance capture.

Notochord [2] is a MIDI model which emphasizes imme-
diacy of interaction, processing MIDI Note On and Note
Off events with extremely low latency. In this demonstra-
tion, we introduce Homunculus, a new real-time engine
and UI for extemporaneous play with Notochord models.

2. PRIOR WORK

Notochord is a recurrent neural network model for MIDI
supporting low-latency inference, which admits various types
of low-level conditioning and constraints. Compared to
lightweight MIDI systems based on e.g. hidden Markov
models, Notochord is more general. It has many corners
to explore, tending toward the uncanny aesthetic of large-
scale generative AI. Compared to other machine learning
models of similar scope, Notochord prioritizes very low la-
tency (circa 10 milliseconds) event processing, meaning it
can be used with perceptual instantaneity in a performance
setting. Though extremely responsive, it is not especially
coherent, lending it a character which is alternately charm-
ing, annoying, humorous, or absurd.

Notochord represents MIDI Note On and Note Off events
broken into four modalities: note number (pitch), veloc-
ity, elapsed time since the previous event, and an operative
MIDI program number. It handles polyphonic and multi-
channel MIDI; when fit to a dataset with Program Change
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events indicating General MIDI (GM) instruments, such as
the Lakh MIDI dataset [3], it can model music with multi-
ple parts. Such a model can be used for co-improvisation,
with a performer supplying events for certain GM instru-
ments while those on other GM instruments are sampled
from the model.

Notochord is available as an open source Python pack-
age 1 , including model weights pre-trained on the Lakh
dataset. The Python API can be queried over Open Sound
Control for use in computer music environments like Su-
perCollider or Pure Data. However, building sensible mu-
sical constraints out of the low-level affordances of the
API can be challenging, especially while preserving low
latency. So, we developed a real-time engine with a MIDI
and graphical interface which makes it easy to experience
co-improvising with a Notochord model and can be con-
figured for various uses cases without writing code.

3. NOTOCHORD HOMUNCULUS

Homunculus is a MIDI-processing application with a text-
mode graphical user interface (TUI), implemented in Python
as part of the notochord package (version 0.7.1 at time
of writing). It provides a real-time engine for combining
live MIDI input with sampling from a Notochord model at
low latency suitable for tactile performance with a MIDI
controller as well as live interaction with other computer
music software.

When Homunculus is run from the command line, a text-
mode user interface (figure 1) is drawn in the terminal.
Diagnostic messages, recent MIDI events, and the fore-
casted next event are displayed. Clickable buttons control
each voice mode, activation, and instrument, switch pre-
sets, and execute global actions. Detailed per-voice set-
tings and MIDI/OSC control mappings can be specified on
the command line or assigned to presets in a config file.

Each MIDI Note On or Note Off event processed by Ho-
munculus is fed to a Notochord model, which is queried
for a forecasted next event in the updated context.

3.1 Voice Modes

Homunculus is built around 16 voices, one for each MIDI
channel. A voice can be in one of three modes: input,
auto, or follow, and has an associated General MIDI
instrument (i.e. MIDI program number).

An input voice is controlled externally, but affects the
Notochord model. Homunculus accepts MIDI on input

1 https://pypi.org/project/notochord
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Figure 1. The Homunculus TUI. Top to bottom: message console, event
log, forecasted event, voice bay, preset rack, global controls.

channels and feeds it into the model. If Notochord fore-
casts an input voice to play, Homunculus immediately
samples a new event constrained to occur at a later time.
That is, it waits for expected input to happen, and prepares
an action in case that it doesn’t.

An auto voice plays autonomously. Homunculus ig-
nores MIDI input on auto channels, but does execute fore-
casted events, feed them to the model, and transmit them
on the MIDI output port.

A follow voice acts like a harmonizer for another voice.
Homunculus ignores MIDI input for follow voices and
excludes them from forecasts. Instead, it copies the timing
of another voice. For every note played by the followed
voice, a coextensive note is played by the follower, with
just its MIDI note number sampled from the model.

The mode and instrument of each voice can be changed
interactively; ‘muting’ a voice doesn’t merely silence MIDI
output, but intervenes in the generative process. A ‘punch-
in’ feature can automatically change voices to inputmode
on MIDI input, and back to auto after a given duration.

3.2 Constraints & Prompting

Pitch range can be constrained for each voice, and op-
tionally extracted from a SoundFont file so all notes are
playable; Each auto voice can have hard constraints on
polyphony and note duration. E.g., a piano might be con-
strained to play only notes shorter than one second while
an organ plays single notes which are five seconds long.

Three global steering parameters adjust the overall rate of
MIDI events, polyphony, and pitch register across auto
voices. These have a ‘soft’ effect, truncating the model
distributions by probability mass rather than value. Since
Notochord processes one MIDI event at a time, latency can
accumulate when event density is high; Homunculus au-
tomatically manipulates timing constraints when this hap-
pens, limiting worst-case latency.

Each preset can have an associated MIDI file which is
used as a prompt for the Notochord model. The contents
of that file are fed through the model, so that Notochord
will act as if continuing past the end of the file in a similar
style. Homunculus voice configurations can also reflect the
active channels and programs in the MIDI file.

3.3 Applications

Homunculus is envisioned as a means to study the phe-
nomenology of generative machine learning by bringing
large models into the realm of tactility and improvisation.

It has been used in live musical performances: in Noto-
chord Arcs and Scrambled Signals [4] it allowed a Noto-
chord model to communicate with another generative MIDI
system, with a performer changing voice modes and in-
struments live. In Associative Memories (2023), follow
voices were used to expand a simple improvisation by a
performer into chords played on a church organ. In Haunt-
ing (2025) punch-in and prompting were used with four
voices to animate the organ manuals and foot pedals in a
‘haunted fugue’. Homunculus has also been used by artists
experimenting with semi-autonomous instruments includ-
ing self-playing guitars 2 , 3 and woodblocks. 4

4. DEMONSTRATION

In this demonstration, 5 Homunculus is running on a lap-
top with a small MIDI key, knob and pad controller. Vis-
itors can interact with the model by playing a chromatic
instrument on the keys and/or a drumkit on the pads, and
setting constraints via knobs, and changing the ensemble
of computer-controlled instruments with the mouse.

MIDI is sent to a SoundFont synthesizer with the full
range of General MIDI sounds. Audio is distributed to
headphones via a splitter, so that the presenter and multiple
visitors can hear and take part in the same performance.
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